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Reinforcement Learning through Physics-based and Data-driven 

Approaches for Exoskeleton Control in the Real World

• Wearable robots like lower-limb exoskeletons have great

potential for mobility restoration and human augmentation

• Challenge 1: Intensive human testing

• Challenge 2: Handcrafted control laws

Our Lightweight and High Torque Soft Exoskeleton
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Portable Mechatronics Architecture

• Solution 1: Physics-informed and data-driven reinforcement

learning

• Solution 2: Simultaneous training of multiple neural networks

via closed-loop control
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Our  Portable and Tethered Soft Exoskeleton 

Systems

Successful Sim-2-Real Transfer

• 8 human subject (5 males, 3 females) experiments utilizing a

lightweight, untethered and compliant hip exoskeleton.

• Following figures highlight successful sim-2-real transfer on

physical hardware to assist during versatile activities such as

walking and running.

Effective real-time assistance via significant reduction in energy 

expenditure during versatile activities

Automatically learning effective torque profile for versatile walking and

running assistance

Autonomous assistive control for multiple activities

Physics-informed and data-driven Musculoskeletal 

Modeling

• Learning controllers entirely in simulation is still unavailable

for researchers working in wearable robotics.

• The key challenges include the difficulty in accurate

modeling of human musculoskeletal system and the

inextricable coupling between the human and robots

• Our Solution: We modeled musculoskeletal movements and

human-robot interaction, while imitating versatile activities

via motion imitation network to simulate human response to

an exoskeleton during these activities.

• 2 Neural Networks are trained using reinforcement learning

paradigm.

• Motion Imitation Network

• Muscle Co-ordination Network

Lightweight, Compliant, and Smart Exoskeletons
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• We proposed a powerful electronics architecture using a

hierarchical structure with a high-level computer and a

low-level microcontroller.

System Control Architecture

• It computes complex algorithms and improves the

accuracy, speed, and efficiency of the exoskeleton’s

control system,

• leading to better performance, user experience, and

safety.

QDD Actuation Paradigm for Exoskeleton

• Proximal Policy Optimization was used to optimize the

control policy.

• Dynamics Randomization was used to facilitate Sim-to-

Real transfer of the trained control policy.

Exoskeleton Controller
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